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Abstrak

Aksesibilitas informasi digital bagi penyandang tunanetra masih terbatas, terutama pada dokumen PDF
berbasis gambar hasil pemindaian. Penelitian ini bertujuan mengembangkan aplikasi desktop yang mampu
mengekstrak teks dari PDF berbasis gambar dan membacakannya melalui screen reader NVDA sebagai alat
bantu aksesibilitas. Metode yang digunakan adalah integrasi teknologi Optical Character Recognition (OCR)
dengan engine Tesseract serta pemanfaatan layanan kecerdasan buatan (Al) seperti Google Vision API,
Gemini Al, Document Al, dan OpenRouter Al untuk meningkatkan akurasi pengenalan teks. Aplikasi dibangun
menggunakan bahasa pemrograman Python dengan framework PyQt5 untuk antarmuka pengguna dan
Windows Form untuk pembuatan installer. Pengujian dilakukan pada sistem operasi Windows 10 dan 11,
mencakup pengujian fungsional OCR offline dan Al online, alur antarmuka, serta kompatibilitas dengan
NVDA. Hasil pengembangan menunjukkan aplikasi mampu mengekstrak teks dari dokumen gambar dengan
tingkat akurasi yang memadai dan mendukung pembacaan otomatis bagi tunanetra. Kesimpulan dari
penelitian ini adalah aplikasi yang dikembangkan berhasil meningkatkan aksesibilitas informasi bagi
penyandang tunanetra serta memberikan pengalaman penggunaan yang ramah dan adaptif terhadap berbagai
karakteristik dokumen PDF bergambar.

Kata kunci: OCR, Al, NVDA, Aksesibilitas, Tunanetra.

Pendahuluan

Aksesibilitas informasi digital merupakan aspek krusial dalam mewujudkan transformasi
digital yang inklusif. Di tengah masifnya digitalisasi dokumen, penyandang tunanetra masih
menghadapi hambatan signifikan, terutama dalam mengakses dokumen PDF berbasis gambar hasil
pemindaian. Teknologi pembaca layar seperti NVDA (NonVisual Desktop Access) hanya mampu
memproses teks digital dan tidak dapat mengenali elemen gambar secara langsung [3]. Akibatnya,
dokumen bergambar menjadi tidak terakses tanpa proses konversi yang memadai.

Untuk mengatasi permasalahan tersebut, teknologi Optical Character Recognition (OCR)
telah hadir sebagai solusi yang memungkinkan konversi gambar menjadi teks digital [1]. Engine
Tesseract OCR merupakan salah satu sistem OCR open-source paling populer karena memiliki
tingkat akurasi tinggi, dukungan multi-bahasa, serta integrasi yang luas dengan berbagai platform
[2]. Namun demikian, OCR konvensional masih menunjukkan keterbatasan dalam menangani
dokumen berkualitas rendah, tata letak kompleks, atau variasi karakter yang beragam.

Seiring perkembangan teknologi kecerdasan buatan (Al), pendekatan berbasis Document Al
dan Vision Al kini mampu memahami konteks dan struktur dokumen secara lebih mendalam melalui
teknik pemrosesan multimodal [6], [7]. Model-model modern seperti yang dikembangkan oleh
Hugging Face juga telah meningkatkan performa OCR dengan menerapkan transformer-based
document understanding [9]. Integrasi Al ke dalam proses OCR memungkinkan peningkatan akurasi
pengenalan teks serta adaptasi terhadap variasi layout dokumen.

Selain aspek teknis, perhatian terhadap aksesibilitas pengguna tunanetra menjadi semakin
penting. Penelitian terbaru menunjukkan bahwa pengalaman penggunaan pembaca layar sangat
dipengaruhi oleh desain antarmuka dan navigasi informasi yang efektif [4], [8]. Dengan demikian,
pendekatan komprehensif yang menggabungkan OCR tradisional, Al modern, dan kompatibilitas
penuh dengan NVDA menjadi langkah penting dalam mendukung kemandirian digital bagi
penyandang tunanetra. Berdasarkan latar belakang tersebut, penelitian ini berfokus pada rancang
bangun aplikasi desktop OCR berbasis Python dengan arsitektur hibrida. Sistem dikembangkan
dengan dua mode pemrosesan:
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1. OCR Offline, menggunakan Tesseract untuk pemrosesan cepat dan menjaga privasi
pengguna; serta

2. Al Online, menggunakan layanan Google Vision APl, Document Al dan OpenRouter
Al untuk meningkatkan akurasi pada dokumen dengan kualitas gambar rendah atau
tata letak kompleks.

Dengan pendekatan ini, aplikasi diharapkan mampu meningkatkan aksesibilitas informasi digital
secara signifikan bagi penyandang tunanetra.

Studi Pustaka

Aksesibilitas informasi digital bagi penyandang tunanetra sangat bergantung pada
kemampuan screen reader seperti NVDA dalam menafsirkan elemen antarmuka. NVDA versi
terbaru mendukung pembacaan teks dinamis dan integrasi dengan Windows OCR untuk membantu
mengenali konten gambar secara terbatas [3]. Namun, pembacaan PDF berbasis gambar masih
memerlukan proses konversi tambahan agar dapat diakses sepenuhnya.

Teknologi Optical Character Recognition (OCR) digunakan untuk mengekstrak teks dari
citra digital menjadi teks yang dapat dibaca mesin [1]. Tesseract OCR, sebagai engine open-source
yang dikembangkan oleh Google, terus mengalami peningkatan signifikan pada versi terbaru (v5.5.1)
dengan perbaikan pada akurasi, bahasa, dan struktur dokumen [2]. Meskipun demikian, hasil OCR
masih terbatas ketika dihadapkan pada dokumen dengan noise tinggi, resolusi rendah, atau tata letak
multi-kolom yang kompleks.

Untuk mengatasi keterbatasan tersebut, pendekatan berbasis Artificial Intelligence (Al)
digunakan. Layanan seperti Google Vision APl dan Document Al menawarkan kemampuan
ekstraksi teks berbasis pembelajaran mendalam (deep learning) yang lebih akurat dan kontekstual
[6], [7]. Bahkan benchmark terkini seperti OmniDocBench menunjukkan bahwa sistem berbasis
Document Al mampu mengenali struktur dan konten dokumen dengan tingkat akurasi yang jauh
melampaui OCR tradisional [5]. Selain itu, penelitian Hugging Face (2022) mengemukakan bahwa
model transformer untuk Document Al dapat mempercepat proses analisis dokumen dengan hasil
pengenalan yang lebih stabil [9].

Metodologi Penelitian

Penelitian ini menerapkan metode rekayasa perangkat lunak (software engineering) yang
terdiri dari tiga tahap utama yang sistematis: perancangan sistem, implementasi, dan pengujian.
Tujuan metode ini adalah untuk menghasilkan sebuah aplikasi desktop yang fungsional, andal, dan
aksesibel sesuai kebutuhan.

Perancangan Sistem

Sistem dirancang dengan arsitektur hibrida untuk menyeimbangkan kecepatan dan akurasi.
Bahasa pemrograman Python dipilih karena ekosistemnya yang kaya, sedangkan framework PyQt5
digunakan untuk membangun antarmuka pengguna (GUI) karena dukungannya yang kuat terhadap
fitur aksesibilitas.

Avrsitektur sistem inti aplikasi mencakup integrasi 2 jenis engine:

1. OCR Offline: Memanfaatkan Tesseract untuk pemrosesan teks yang cepat dan
menjaga privasi karena berjalan sepenuhnya di perangkat lokal. Ideal untuk
dokumen sederhana.

2. Al Online: Menggunakan koneksi APl ke layanan Al (Google Vision API,
Document Al, OpenRouter Al) untuk akurasi tinggi pada dokumen berkualitas
rendah atau tata letak kompleks.
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3. Desain Antarmuka: Dirancang minimalis, sepenuhnya dapat di navigasi dengan
papan ketik, dan memastikan semua elemen interaktif memiliki label yang dapat
dikenali oleh NVDA.

Implementasi

Pada tahap ini, rancangan arsitektur dan antarmuka diterjemahkan menjadi kode fungsional.
Proses ini mencakup pengembangan modul untuk penanganan file, integrasi engine Tesseract,
konektor API untuk layanan Al, dan memastikan event dari aplikasi dapat ditangkap dengan baik
olen NVDA. Untuk distribusi, dibuat sebuah installer sederhana menggunakan Windows Form.

Pengujian Sistem
Pengujian dilakukan pada sistem operasi Windows 10 dan 11 untuk validasi. Pengujian
difokuskan pada dua aspek krusial:

1. Pengujian Fungsional: Memastikan alur kerja inti aplikasi mulai dari membuka file,
menjalankan proses ekstraksi pada kedua mode (Offline dan Online), hingga
menampilkan hasil berjalan lancar. Pengujian ini menggunakan beragam jenis dokumen,
termasuk teks sederhana, artikel berkolom, dan tabel untuk menguji ketahanan setiap
engine.

2. Pengujian Kompatibilitas NVDA: Memvalidasi bahwa aplikasi sepenuhnya aksesibel.
Skenario pengujian mencakup verifikasi bahwa NVDA dapat membacakan semua label
tombol, mengumumkan status proses (misalnya, "memproses..."), dan yang terpenting,
secara otomatis mendeteksi dan membacakan teks hasil ekstraksi setelah proses selesai
tanpa memerlukan intervensi manual dari pengguna.

Hasil dan Pembahasan

Setelah melakukan pengembangan dan pengujian, aplikasi desktop OCR berhasil
diimplementasikan dengan baik. Sistem ini dibangun menggunakan bahasa pemrograman Python
dengan framework PyQt5, yang memastikan aplikasi dapat berjalan dengan antarmuka yang
responsif dan aksesibel bagi pengguna.

Dari hasil pengujian fungsional dan aksesibilitas terhadap 7 fungsi utama dalam sistem,
hasilnya semua sesuai dengan yang diharapkan. Fungsi-fungsi dari sistem yang diuji dapat dilihat
pada Tabel 1.

Tabel 1. Pengujian Fungsional dan Aksesibilitas
Deskripsi dari Fungsi yang Diuji

Pengguna membuka file PDF berbasis gambar dari direktori lokal.
Pengguna menjalankan proses ekstraksi teks menggunakan mode Offline (Tesseract).
Pengguna menjalankan proses ekstraksi teks menggunakan mode Online (Al).
Aplikasi menampilkan teks hasil ekstraksi pada area teks yang telah disediakan.
Screen reader NVDA berhasil membaca semua label elemen antarmuka (tombol dan
judul).
6 | NVDA mengumumkan status proses saat ekstraksi sedang berjalan (misal: ‘sedang

memproses...").
7 | NVDA secara otomatis mendeteksi dan membacakan teks hasil ekstraksi setelah proses

selesai.
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Gambar 1. Tampilan antarmuka aplikasi

ISSN: 2654-489X

Pada Tabel 2 berikut merupakan hasil pengujian komparatif untuk mengukur akurasi dan
kecepatan dari kedua engine pemrosesan pada jenis dokumen yang berbeda. Pengujian ini bertujuan

untuk memvalidasi efektivitas arsitektur hibrida yang diimplementasikan.

Tabel 2. Hasil Pengujian Kinerja Engine OCR dan Al

Jenis Dokumen

Mode Engine

Akurasi Teks
(Perkiraan)

Waktu Proses
(Rata-rata)

Teks Sederhana Offline (Tesseract) 95% 3 detik
Teks Sederhana Online (Al) 99.5% 8 detik
Teks Kompleks Offline (Tesseract) 75% 4 detik
Teks Kompleks Online (Al) 95% 16 detik
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. TEXION - sample-pdf-download-10-mb.pdf -_— ] =

Larem ipsum dolor sit amet, consectetur adipiscing elit. Aenean vitae fringilla nunc. Phaselus et nulla ipsum, Vestibulum guis ex lacus. Mauris sit amet mi a
lacus interdum accumsan, Asnsan fermentum tempus ante sed rutrum, Asnean =t magna slementum, suscpit tellus non, malesusds turpis, Ut sleifend urna
eget nisl fermentum, conseguat ullameorper ex rhoncus, In bncidunt elit id digrissim facilisg, Mune iaculiz odio nisl, st amet sagitts urpis aliguet eu, Integer
vestibulum, jpsum vel volutpat varius, augue arcu pulvinar urna, non scelerisgue augue justo vel enim., Proin sodales placerat ante quis vestibulum.
Suspendizse aliquet tnoidunt cursus, Mam mi ex, rutrom vitee feogiat guis, ultrices vitse tellus, Yivamus viverrs justo ut vulputate rhonous, Ut su felis quis
@b effcitur variug &t ac nune, Duls ulamesrper dighisaim posuers, Mauris Taucibus eat et egeatas dignisaim, Suapendisas sem lacus, condimentum in libere
eget, scelerisgue placerat nisl, Sed porttitor bibendum nisl, Prassent auctor lacrest sem, non ullamcorper dolor pretium molestie, Cras condimentum magria
vitee ultrices maths, Vestbulum vel tempus est, dignissim slementum sem, Nunc eget sagitts odio, Mauris ut libero st nisl faucbus vehicula, Vestbulum vitae
eleifend augue. Aliguam et consequat lacus, Phasellus dapibus nulla in gravida auctor, Mauris vitae erd nibh, Quisgue sodales ultrices dictum, Prassent
auctor dictum leo nec aliguet, Suspendisse potent, A=nean in diam nisl, Quisque commodo arcu ipsum, Proin laculis ipsum sit amet massa tempus (obortis,
Aliguam et ex interdum, rutrum negue ut, auctor elit, Mullam mauris ex, imperdiet sit amet diam imperdiet, commoda pretium dul, Donec ac ipeum urna,
Pellentesque dapibus, est ut pulvinar dictum, velit nunc sollicitudin igula, at semper eros ord non nunc. Aliquam sit amet vulputate sapien, quis tnodunt eros.
Mam quis Hncdunt lorem, In tempus ormare dui &t porttitor, Curabitur eu =nim ord, Yestibulum consequat sros quis sollicitudin tnodunt, Sed arca est; lsorest
guild tempaer @t, posuere et eat, Cras tincdunt lacus erat, it amet aliguam enim conaectetur fnec, Aenean sceleriague rutrum elit aed lebortia, Moarll malesuacda
aliquam arcu; sit amet egestas neque aliguam ut. Sed dul mi; feugiat a risus sit amet, posuere placerat ord. Mulla at consectetur nisl. Integer congue diam in
magna tncidunt dictum, In hac habitasse plates dictumst, Maecenas ultricoes aliquet fringilla, Pellentesgue id leo semper, imperdiet ante sit amet, egestas
justo. Etiam faucibus vehicula eros, & vehicula risus hendrerit bibendum, Suspendisse potenti. Sed semper mi vel ligula mollis, quis inberdum augue
consectetur, Curabitur bibendum ante urna, sed blandit ibero egestas id. Pellentesque rhoncus elit in lacus ultrices fringlla, Mam ac metus eu turpls matts
rutrum, Maurie mattie sem ex, faclise molestie sapien luctue non, Yeetbulum tncidunt urna at odio suscipit, vel congue felie cursus, Etam tellus magna,
egestas ac suscpit in, laorest quis felis. Froin non ord id dul tinddunt egestas. Vestibulum eleifend, ligula a scelerisgue vehicula, risus justo ultricies ligula, et
interdum lorem ex sget &x, Duis dignissim lacus vitas velit lsorest, vitss placerat velit sliqguet, Etiam s=get mollis nulls, sc vehicula mi, Ebam non sollictudin
vielit, imperdiet commode mi, Fusce quis tellus tellus, Donec dictum suismod risue non tempus, Duis quis pellentesgue nune, Praesent slemen tum condimen tum
mollis. Fhaselus dapibus quam a hendrerit placerat. Sed ultrices blandit nulla sed sodales. Munc guis volutpat eros. Etiam bibendum eu tellus conseguat
blandit, Curabitur lacinia cursus diam sed pharetra, Pron molestie tristique mauris ut aliquam, Donec purus odio, molestie id suscipit sit amet, porttitor in erat,
Waatibulum ut tellus vel mi lebortia porta nec vel tellus. Quisgue pretium blandit dignisaim, Proin eu metus convallis sapien efficiiur mollis, MNune luetus ex in
nunc ornare, nec blandit ord faudbus, Asnean bibendum mi vel neque suismod hendrerit. vestibulum ac pharetra magna. Ut rutrum, orc at blandit faucbus,
Justo maurs isculie mauris, ut tempor lectus risus at iguls, Duie non tnodunt purue, Nam quis sapien risue, Donec matte convallie tempor, Fusce aliquam
aliquet eros, nec rutrum lectus pretium at. Frassent blandit justo a mi dignissim placerat. Ut ullamoorper elit eget diam maximus iaculis. In bibendum in massa
eget fadlisis, In laculls l=ctus

nec neque vehicula, ac molertie ante ornare, Sed eit samet gem mollie, egestar justo ac, rhoncur rune, Inin aliquam ante, non imperdiet ante, Mauriz in
sapien ut quam hendrerit mollis. Froin feugiat dignissim nisi, sed tinddunt ante aliquam et. Integer finibus et augue a tempus. MNullam facilisis quis nisl sit amet
imculis, Integer hendrerit metus in faudbus aliqguet, Donec fermentum, lacus lobortis pulvinar vestibulum, felis ipsum auctor mi, ac pulvinar lscus magns
semper ligula, Prain mollis eres urpia, vel isculis velit lobortis vitas, Mam hendrerit arcu gquam, ac feugial massa semper eu, Nullam guis feugiat misl, Prassent
fringilla luctus purus non pulvinar.

Donec accumsan purus ibera, sget maximus purus conssquat faucbus, Mascenas ports consectetur magna non commodo, Class aptent tacit sociosgu ad
litera torquent per conubia noatra, per inceptos himenaeos, Ut facilisia nibh quis pellentesque dapibua. aliguam vulputate porta ex, eu convallis neque luctus
&, Vivamus egestas dignissim neque, ac vestibulum tortor finlbus su, In condimentum lorem ac nulla bibendum, sit amet daplbus nisl maximus. Donec U negue
rec enim eleifend dictum vitss su orcl, Mascenae id coneequat saugue, congue maolegtie nibh, Prain in mi et nune bibendum convallie, Mullam e eagitte elit,
Oiiisque interdum turpis at nulla melis, quis ultricies lacus rutrum. Sed molestie Sccumaan metia, ut rutrum mi ulamcorper aed. Vivamis e imperdiet madria,
In pulvinar orol, Cras nec feugiat velit, Curabitur varius mattis mi; ac rutrum ligula corvallis lscnia, Phassius iaculis dism guam, =t egestas libero mollis sed,

Duin vel erat dolor, Phasellug ut sem fron elit tempor corvallie, Mune non fermentum leo, eget rhoneur eror, Maurie variue condimentum metus, aliguet
s sk i L TP i aiad nL s i Lal i - dminl o i m

Gambar 2. Hasil testing scan dokumen PDF

Kesimpulan

Penelitian ini berhasil merancang, membangun, dan memvalidasi sebuah aplikasi desktop
yang secara signifikan meningkatkan aksesibilitas informasi digital bagi penyandang tunanetra.
Melalui implementasi arsitektur hibrida yang menggabungkan OCR lokal (Tesseract) dan Al,
aplikasi ini menawarkan solusi yang fleksibel, menyeimbangkan antara kecepatan dan akurasi.
Pengujian menunjukkan bahwa aplikasi ini tidak hanya berfungsi secara teknis tetapi juga
sepenuhnya kompatibel dengan screen reader NVDA. Aplikasi yang dikembangkan ini merupakan
sebuah kontribusi praktis yang dapat membantu mengurangi kesenjangan digital dan mendorong
kemandirian akses informasi.
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